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Vision is not just about recognition

* |t is the tool to model the world from visual perspective

* It is the key component in building the intelligence

« Understanding the physical and social world
* Problem solving and task planning

« Connecting to language and mind

Compositionality is the key ingredient for true intelligence!
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Modeling the Compositionality

Logics & Programs Grammars Graph Neural Network
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How to bridge vision and language for a
better structural understanding of the world?



VL Grammar: Grounded Grammar Induction of Vision and Language
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Visual Structure Learning

Inducing the underlying structures and grammars (especially part-whole
hierarchies) from raw data (images) is a long standing challenge
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Challenges of Visual Structure Learning

How to represent flexible part-whole hierarchies that vary with images using
an identical model?

How to learn structure automatically without pre-defined templates?

How to avoid ambiguities in structure learning?



Grammar Induction in Natural Language
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Cognitive Grammar

We should analyze grammatical units with reference to their semantics, which is grounded and
structured by patterns of perception, such as vision.

[6] Ronald W. Langacker. Foundations of cognitive grammar.
[7] Ronald W. Langacker. An introduction to cognitive grammar.
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Cognitive Grammar

A constituent’s semantic value does not reside in one individual image base,
but rather in the relationship between the substructure and the base.
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The Partlt Dataset

The first dataset with annotated natural language sentences that describe both object
semantics and fine-grained part semantics paired with images

Also suitable for other tasks, e.g., , image captioning, language-guided part segmentation,
3D reconstruction
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Context-free Grammar (CFG)

A context-free grammar (CFG) can be defined as a 5-
tuple G = (S,N,P,X,R), where S is the start symbol,
N is a finite set of nonterminal nodes, P is a finite set of
preterminal nodes, ¥ is a finite set of terminal nodes, and R
is a set of production rules in the Chomsky normal form:

S — A,
A — BC,

T — w,

Ae N
AeN,B,CeNUP
TeP,wekX

In natural language, nonterminals N\ are constituent la-
bels and preterminals P are part-of-speech tags. A terminal
node w is a word from a sentence, and X is the vocabulary.
During implementation, we do not have the ground truth
constituent labels and part-of-speech tags. Therefore, non-
terminals and preterminals are sets of nodes (or clusters)
which implicitly represent their functions.
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Compound PCFG for Language

Context Free Grammar (CFG): Probabilistic Context Free Grammar (PCFG):
S — A, Ae N
A—BC, AeN,B,CeNuUP er’l—wﬁr =1
T — w, TePweX _ -

Compound Probabilistic Context Free Grammar (Compound PCFG)

exp (uﬂfs ([ws;z]))

oA Y aren €xp (0} fs ([ws; 2]))
™ - exp (uhc [Wa; 2]) = )

A—-BC = ZB’,C’GNUP exp (ug/of [WA;Z]) 7T'r' _ g’l" (Z7 0)7 Z ~ p(Z)
Ty = exp (ugft ([wr; Z]))

Yiwes exp (ug, fi ([wr; 2]))

Ly(w; ¢,0) = — ELBO(w; ¢,6)

Maximum Likelihood with ELBO = —Eq, (s/w) [l0g o (w | 2)] + KL [g4(z | w)|p(2)]



Compound PCFG for Image

Context Free Grammar (CFG):

S— A, Ae N chairg support
A—-BC, AeN,B,CeNUP system
T — w, TeP,weX
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Compound PCFG for Image

Compound Probabilistic Context Free Grammar (Compound PCFG)
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Joint Learning by Alignment

Alignment Score between a Part and Language Constituent

s(wj,vg) = cos(w;, vg)

Alignment Score between an Image and Sentence
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Experiment. Grammar Induction

Table 2: The performance of grammar induction. “C” and “I” denote corpus-level and instance-level F1 scores, respectively. “VLG w/o
SCAN” denotes that we do not use SCAN to pretrain the unsupervised clustering module of VLGrammar.

Model Vision Grammar Language Grammar
All Chair Table Bed Bag All Chair Table Bed Bag

C I C I C I C I C I C I C I C I C I C I
Left-Branch 164 202 | 99 115 |21.1 263 | 388 594|542 600|162 176|192 198 (137 158 | 105 120 | 84 89
Right-Branch 408 49.1 | 428 48.0 | 39.1 502 | 128 208 | 81.0 975 | 492 53.5 | 437 486 | 542 58.1 | 437 462 | 683 693
ON-LSTM / / / / / / / / / / 307 334 | 325 344|289 324|273 29.0| 394 385
L-PCFG-P / / / / / / / / / / 478 494 [ 414 449 | 536 535|449 443 | 63.7 635
L-PCFG / / / / / / / / / / 484 503 [ 422 462 | 536 535|553 551|712 714

V-PCFG 475 593 [ 516 590|433 592|362 482 | 824 913 / / / / / / / / / /
L-PCFG-VG / / / / / / / / / / 490 496 [ 423 440 | 546 543 | 560 546 | 73.0 730

V-PCFG-LG 442 527 | 420 475 | 456 56.6 | 388 543 | 88.2 957 / / / / / / / / / /
VLGrammar 514 634 | 564 659 | 463 60.5 | 38.1 59.7 | 941 980 | 513 519|478 494 | 540 538|562 548 | 73.6 736
VLG w/o SCAN | 447 555|305 336 (579 754|290 564 | 882 957|490 498 | 434 453 | 537 535|551 540|726 726




Experiments

Unsupervised part clustering Generalization

Table 3: The accuracy of the unsupervised part clustering. Table 5: The performance of image grammars on all categories,

while being trained on only chair and table.

Model All  Chair Table Bed Bag
SCAN 41.3 43.5 37.5 59.3 88.9 Model Seen Unseen
V-PCFG 61.6 683 583 699 88.9 Chair Table Bed Bag
V-PCFG-LG 654  66.8 63.2 71.8 90.5 C I C | C I C I
VLGrammar 69.1 71.6 66.0 75.1 90.5 V-PCFG 439 527 | 38.1 545|207 33.1 | 824 0913
VLG w/oSCAN | 644 62.0 66.2 604 905 V-PCFG-LG | 443 54.1 | 385 548 | 256 504 | 88.2 95.7
VLGrammar | 44.8 534 | 41.1 56.7 | 294 442 | 88.2 95.7
Retrieval

Table 4: The accuracy of image-text retrieval. “IR” stands for
text-to-image retrieval and “TR” is for image-to-text retrieval.

Model

Chair

IR

TR

Table
IR TR

Bed
IR TR

IR

Bag

TR

Baseline
L-PCFG-VG
V-PCFG-LG

24.1
34.5
25.9

28.5
36.9
27.8

298 31.2

393 420
388 41.8

20.1  20.1

355 384
29.6 25.7

19.1
23.0
238

245
28.7
249

VLGrammar

33.2

39.0

398 425

396 382

24.6

29.3




Qualitative Results

Results on Partlt Dataset
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Future Directions

« Extend the Partlt dataset to fully 3D with detailed part information

« Learn a 2D grammar that can capture more sophiscated spatial relations

Thank you!



